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Abstract—In this paper we follow a fuzzy relational approach the context of a set of semantic entities. Based on this, in
to knowledge representation. With the use of semantic fuzzy sections IV, V and VI we extract and use the context of

relations we define and extract the semantic context out of a set the query, the document and the user, respectively. In section

of semantic entities. Based on this, we then proceed to the €a5&/11 we present some simple results from the application of
of information retrieval and explain how the three participating P p pp

contexts, name|y the context of the query, the context of the the presented methOdOIOQies and in section VIII we list our

document and the context of the user, can be estimated and concluding remarks.
utilized towards the achievement of more intuitive information
services. [l. THE FuzzYy SEMANTIC RELATIONS

Ontologies are an attempt for modelling real world entities.
They define the entities, from simple objects to abstract object
Information retrieval algorithms and systems are generalfyasses and concepts, using their textual, visual and other
partitioned in two distinct classes: text and multimedia rejescriptors, as well as the relations between them. Although
trieval. The former are focused on the handling of textuahy type of relation may be included in the definition of a new
terms of the available documents and of the query [1], whitentology, all utilized relations are practically either ordering
the latter typically attempt to match visual and audio featurgxonomic) or symmetric (compatibility) relations. Moreover,
of a sample query document to those of the documents of thierelations are crisp.
database [2]. Unfortunately, neither approach attempts to treaCompatibility relations have traditionally been exploited
the documents and the user query at a semantic level. by information retrieval systems for tasks such as query
An important step in the direction of semantic, knowledgexpansion. They are ideal for the description of similarities
— based information retrieval has already been made, with thie various natures, but fail to assist in the determination
definition of thesemantic entity9]; this corresponds to what of the context of a set of semantic entities; the use of
we might call a concept, object or event, and aims to replaoedering relations is necessary for such tasks [4]. Thus, a main
terms and keyword©nce the semantic entities in a textuathallenge of intelligent information retrieval is the meaningful
or multimedia document are detected, a uniform approachesploitation of information contained in taxonomic relations
their semantic handling can be followed. Of great importaneg an ontology.
is, as well, the construction of ontologies, which constitute an |t is well understood that relations among real life entities
attempt to describe the relations between real life entities, ane always a matter of degree, and are, therefore, best modelled
a conceptual level [3]. using fuzzy relations. Ontological taxonomies, on the other
In this work we extend on the ideas presented in the fieldhnd, are crisp in principle. Thus, they fail to fully describe
of ontologies as to include fuzzy degrees of membership ii@al life concepts, and are limited te-cuts of the desired
the utilized semantic relations. Such relations, and especialglations. This is a very important drawback, that makes
the partially ordering ones, can be used to define and extraath relations insufficient for the services that an intelligent
the context of a set of semantic entities. This is then utilizeédformation retrieval system aims to offer.
in order to estimate the context of the document, the contextin [5], the utilization of fuzzy relations for the description
of the user and the context of the query, which are all venf the relation among real life entities is introduced. In this
important in the process of intelligent information retrieval. section, we present a few commonly encountered semantic
The structure of the paper is as follows: in section |l weelations that can be modelled as fuzzy ordering relations, and
present the semantic fuzzy relations utilized in this work, amtopose their combination for the generation of meaningful,
in section Il we use them in order to define and extradtizzy, quasi-taxonomic relations. Based on such relations, in

I. INTRODUCTION



TABLE |

the relationsr; of table | we may construct the following
THE FUzzY SEMANTIC RELATIONS

semantic relation, thus accumulating all stored knowledge in

Symbol | Name one relation:
Sp Specialization
Ct Context _ t Di . _ ;
s Instrument T=Tr (Un )i € {-1,1},iel...n 1)
P Part v
Pat Patient

oo Location whereTr!(A) is thesup —t transitive closure of relation;

Ag Agent the transitivity of relatioril” was not implied by the definition,
as the union of transitive relations is not necessarily transitive.
The transitive closure is achieved using the methodology

the following sections we will explain how the context ofPrésented in [8].

the user, the document and the query may be estimated anli i important to point out that there is no such thing a a
utilized. correct choice of values for parameters Different choices

lead to the generation of relations that are optimal for different

The specialization relatiofp is a fuzzy partial ordering on .
’ P yp ¢ tasks. For example, relation

the set of semantic entitieSp(a, b) > 0 means that the mean-
ing of a includes the meaning @f the most common form of
specialization is sub — classing, i®is a generalization 0. Tre = Tri(SpUC~ U lns U PU Pat U LocU Ag)  (2)
The role of the specialization relation in knowledge — based o ] ]

retrieval is as follows: if a document refers to the meaning & ideal for the definition of semantic user profiles as well as
entity b, then it is also related te, sinceb is a special case for the thematic categorization of documents, while relation
pf a. S_tiII, there is no evi(_jeljce_that the.opposite .alsq holds; it Ty = Trt(Spu P~Y) 3)

is obvious that the specialization relation contains important

information that can not be modelled in a symmetric relatiof ideal for context sensitive query expansion.

The context relatiorCt is also a fuzzy partial ordering on the
set of semantic entitie§t(a,b) > 0 means thab provides the )
context fora or, in other words, thak is the thematic category N general, term context refers to whatever is common
that a belongs to. Other relations considered in the followin§MONg & set of elements. In this work, where the elements
have similar interpretations. Their names and correspondifiif Sémantic entities, term context may refer to the common
notations are given in table I. meaning of a set of entities. The fact that relati@hdescribed

Fuzziness of the aforementioned relations has the followiifly (e Previous section are (almost) ordering relations allows
meaning: High values oSp(a,b), imply that the meaning us to use them in order to define, extract and use the context

of b approaches the meaning of in the sense that when a0f a set of semantic entities. Relying on the semantics of the
document is related tb, then it is most probably related to L 'élations, we define the conteX{(s) of a semantic entity

as well. On the other hand, &9(a, b) decreases, the meaning® € @S the set of its descendants in some relafion

of b becomes “narrower” than the meaning«fin the sense

that a document’s relation té will not imply a relation K(s) = T<(s) (4)

to a as well with a high probability, or to a high degreerelation 7 is assumed to be reflective, so thate K(s).
Summarizing, the value ofp(a,b) indicates the degree to Assuming that a set of entitied C S is crisp, i.e. all
which the stored knowledge shows that an occurrencé ofonsidered entities belong to the set with degree one, the
in a document implies relation ta. Likewise, the degrees context of the group, which is again a set of semantic entities,
of the other relations can also be interpreted as conditiorgin be defined simply as the set of their common descendants.
probabilities or degrees of implied relevance.

A last point to consider is the transitivity of the relations K(A) = ﬂK(Si)asi cA (5)
presented above. It is obvious thatbifis a specialization of i

a andc is a specialization ob, thenc is a specialization of Obviously, as more entities are considered, the context

a. This implies that the specialization relation is transitive. focomes narrower, i.e. it contains less entities and to smaller
similar argument can be made for the other relations, as W‘?}Egrees

Still, the form of transitivity used cannot b&ip — min tran-

IIl. THE CONTEXT OF A SET OF SEMANTIC ENTITIES

sitivity, but one relying on a subidempotent norm. Th_e_refore, A> B — K(A) C K(B) ©6)
we demand that the presented relationssae—¢ transitive,
wheret is an Archimedean norm. When the definition of context is extended to the case of

Given the large number of semantic relations we have délzzy sets of semantic entities, this inequality must still hold.
fined, it is obvious that the available knowledge is partitionebhe satisfaction of the following is also an obvious constraint:
among them, and thus each one of them alone does not suffice A(s) =0 = K(A) = K(A — {s}), i.e. no narrowing
for the offering of intelligent information services. Based on  of context.



e A(s) =1 = K(A) C K(s), i.e. full narrowing of

context. q=¢ € Q:h(K(q:)) = h(K(q;))Vg; € Q  (10)
« K(A) decreases monotonically with respect4¢s). No
Taking these into consideration, we demand that, wHen Q={qg} . k=12,.. .,Hst' (11)
is fuzzy, the “considered” context(s) of s, i.e. the entity’s i1

context when taking its degree of participation to the set into Once the query interpretation has been completed, query
account, becomes low when the degrees of taxonomy are I8 '

L I } >V<\bansion enriches the query in order to increase the proba-
and the degree of participatiod(s) is high. Therefore: bility of a match between the query and the document index.

N The presence of several semantic entities in the query during
cp(K(s)) = ep(K(s)) N (A(s) - 5) ) the query interpretation defines a context, which may be used

where ¢p is an involutive fuzzy complement, and and U to direct the expansion process.

correspond to @norm and at-conorm which are dual, with  More formally, we replace each semantic entitye ¢ with

respect tacp. By applying de Morgan’s law, we obtain: a fuzzy set of semantic entitieX (s;); we will refer to this
set as the expanded semantic entity. In a context — sensitive
K(s) = K(s) Ucp(A(s)) (8) query expansion, the degree of significancg, of the entity

s; in the expanded semantic entily(s;) is dependent on the
relevance ofs; to the query, on the weight; = ¢(s;), and
on the degree of the relatidfi(s;, s;). We define the measure
of relevance of semantic entity; to the query as:

Considering the semantics of the utilizd relation and B — max(h(T(Sj) NK(q) (MK (q)))) (12)
the process of context determination, it is easy to realize that ! MK(q) 7

when the entities in a set are highly related to a commonThe fuzzy complement in this relation is Yager's com-
meaning, the context will have high degrees of membersiipement with a parameter of 0.5. Considering now the initial
for the entities that represent this common meaning. TherEfOéﬁ,tity’S importance in the query and the degree to which the

the height of the context(kK(A)) may be used as a measurénitial and the candidate entity are related, we have
of the semantic correlation of entities in sét We will refer

to this measure asitensityof the context. zij = hj-q(s;) - T(si,55) (13)

Then the set’s context is easily calculated as follows:

K(A) = DIC(si),Si €A (9)

IV. THE CONTEXT OF THE QUERY V. THE CONTEXT OF THE DOCUMENT

Ideally, a user query consists of keywords, each one ofln order to be able to treat all documents in a uniform
which corresponds to a single semantic entity. In that cagganner, it is important to be able to map them to some
the interpretation of the query int o semantic entities is simpf@mmon space. The mapping to abstract but semantic thematic
and straightforward. In some cases though, this is not trif@tegories is an intuitive way of solving this task.
as some words can be matched to more than one semanti# this process, a number of issues, such as the following,
entity. It is left to the information system to utilize knowledgd'ave to be considered:
in order to correctly decide which semantic entity was indeede A semantic entity may be related to multiple, unrelated
implied by the user. In this task, the context of the query can thematic categories.
provide the required information. « A document may be related to multiple, unrelated the-

However, we have defined the context of a set of semantic matic categories.
entities, not he context of a set of keywords. Thus, thes The indexing of a document may have been created
detection of the query context cannot be performed before in an automated manner. Thus, existence of random,
the query interpretation is completed. Therefore both tasks, and therefore misleading semantic entities cannot be
query interpretation and context detection, must be performed excluded.
simultaneously. Before actually extracting thematic category information

Let the textual query contain the textual termis i = from the set of semantic entities that are related to a document
1,2,..., Nq. Let alsot; be the textual description of semantic/ via the semantic index, in order to support the possibility of
entities s;;, j = 1,2,..., Ng;. Then there exisil'[f\f?1 Ng; existence of multiple distinct topics in a single document, the
distinct combinations of semantic entities that may be usedtities that are related to it needs to be clustered to groups,
for the representation of the user query. according to the topics they are related to.

The most intuitive approach to solving the query interpre- Not knowing beforehand the count of the distinct topics
tation problem is by assuming that out of all the possibk® which the document is related, we apply an agglomerative
interpretations of each textual term, the one truly implied bslustering algorithm [7]. The two key points in hierarchical
the user is the one that is most related to the other termsatiistering are the identification of the clusters to merge at
the query. Thus, out of all the candidate queries the one tleatch step, i.e. the definition of a meaningful measurefor the
has the most intense context is selected: distance between clusters, and the identification of the optimal



terminating step, i.e. the definition of a meaningful terminatioof ¢ is high (i.e. the cluster is most probably not comprised

criterion. of misleading entities) and the degree of membership iof
When clustering semantic entities, the ideal similarity me#he context ofc is high.

sure is one that quantifies their semantic correlation. We have

already defined such a measure in section II; it is the height VI. THE CONTEXT OF THE USER
of their common context. Therefore, the merging of clusters The context of the user in information retrieval is defined
will be based on this measure. by the user’s preferences. In the extraction of the preferences
from the accumulated history of user feedback, issues similar
d(c1,¢2) = h(K(c1 Ucy)) (14)  to those related to the thematic categorization of documents

The process of merging should terminate when the entitidged to be considered. Specifically, one needs to consider that
are clustered into sets that correspond to distinct topics.e A user may be interested in multiple topics.
We may identify such sets by the fact that their common « Not all topics that are related to a document in the usage
contexts will have low, if not zero, intensity. Therefore, the  history are necessarily of interest to the user.

termination criterion shall be a threshold on the intensity of the These issues are tackled using similar tools and principles,
common meaning, i.e. a threshold on the selected compatibilify the ones used to tackle the corresponding problems in
measure. content analysis. Thus, once more, the basis on which the

At the end of this process, each clusteis described by extraction of preferences is built is the context. The common
the crisp set of semantic entities that belong to it. Using thosgpics of documents are used to cluster documents and cluster
we may create a fuzzy classifier, i.e. a functiop that will  cardinalities are considered in order to determine which doc-
measure the degree of correlation of a semantic entitjth  uments are indicative of a preference of the user and which
the clustere. exist in the usage history coincidentally.

C.:S8—10,1] (15)  What is common among two documents, d- i.e. their

Obviously, a semantic entity should be considered correlaEMON topics, can be referred to as their common context.

with ¢, if it is related to the common meaning of the semanti-!;hIS can be defined as

entities inc. Therefore, the quantity K(dy,d3) = Rye(dy) N Rye(ds) (20)
h(K(cU
Ce(s) = W (16) A metric that can indicate the degree to which two docu-

ments are related is, of course, the height of their common

is used. Using such classifiers, we may expand the detectgftext. This can be extended to the case of more than two
crisp partitions, as to include more semantic entities, @gcuments, in order to provide a metric that measures the

follows: partitionc is replaced by cluster similarity between clusters of documents:
d= ) 5/Cels) a7) d(c1,c2) = h(EK (c1 U ca)) 1)
sel(d)
Obviously ¢’ D c. K(c) = h((") Rre(d)) (22)
Thematic categories are semantic entities that have been dec

selected as having a special meaning for the system; morgs 7+ is the set of documents for which the user has
formally: indicated preference then we proceed as follows: using the
rccs (18)  distance metric presented above we apply an agglomerative

This simplifies the process of automatic thematic categglustering algorithm on documents of s&t*, in order to
rization: The thematic categories that are contained in tA&tect the distinct topics that interest the user. Out of each
context of a cluster of semantic entities are obviously themaffétected cluster we extract the corresponding interests as
categories that are related to the whole document. ClustfRdows:
that do not have a high cardinality probably only contain U*(c) = K(c)- L(|e]) (23)
misleading entities, and therefore need to be ignored in theDurin searching. all retrieved documents are compared to
estimation of the thematic categorization of the document. Tn%ae intergests in thengser’s fil d ranked P di
notion of “high cardinality” is modelled with the use of a “big” profiie, and are re-ranked according

fuzzy numberL. L(a) is the truth value of the preposition “theto the degree .Of relevance .th"?lt they have to the known
value ofa is high. preferences. This re-ranking is intense when the context of

the query is not intense, and vice versa. Thus, when the query
contains sufficient information in order to describe the exact
R =w(K(c)NTC)- L 19 . ) .
ro(e) = w(K(c) ) - L{lel) (19) topic of the search the results remain unaltered, while when
wherew is a weakmodifier[6]. It is easy to see that a thematicthe query context is vague, information from the user profile
categoryt is detected if a cluster, whose context contains is utilized in order to remove some of the uncertainty and
is detected in the document, and additionally the cardinalignhance the system’s response.
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Fig. 1. Application of thematic categorization

VIIl. CONCLUSIONS

In this paper we have extended on the crisp relations defined
in ontologies and followed a fuzzy relational approach to

owledge representation. Using this knowledge, we have

fined and extracted the semantic context of a set of semantic

VIl. RESULTS

In figure 1 we present an implementation of the themat

categorization methodology described in section V. In t

first column, the IDs of the objects detected in a multimed%nt't',e,s’ i.e. their common meaning. Th|§ aIIow§ us to follow
document are presented. In our ontology each one of th@sgn'f'ed approach to intelligent information retrieval, both for
IDs is related to a textual description, a set of keywords, aﬁ%f(tual and multimedia documents.

in some cases a set of audiovisual descriptors. For exampleB@s€d on the definition we provided for context, we ex-

ID n02386546 is related to keywords "art’ and “fine art,,plalned how the three sources of information participating in

as can be seen at the lower part of the application. In t’H‘ée process of retrieval may be treated in a semantic manner.
second column the entities have been clustered and in colu

ﬁ{ﬁecifically, we have utilized the context of the query in order
3 thematic categorization information is extracted from eadf aSS|§t in the processes of query interpretation and query
cluster, without yet considering cardinality: expansion, we have utilized the context of the document in
Finally, in column 4 results are summarized for all clusters,

rder to drive the process of thematic categorization and we
while also considering cluster cardinality. Not all themati

ave extracted the user context from the usage history in the
categories detected in distinct clusters participate in the ove A

m of a sequence of fuzzy sets of thematic categories.
result; findings that correspond to clusters of small cardinaliitx

All of the above can easily be integrated in a single
have been ignored, as they are possibly misleading. formation system, thus providing enhanced searching and
Figure 2 demonstrates the results of a user query cor

prowsing services. Some results from such a system are also
sponding to the keyword “politics”. Thematic categorizatiorqmv'ded'

has been performed beforehand for all documents in the ACKNOWLEDGEMENTS

database. The search process starts with query interpretatior:r,hiS work has been partially funded by the EU IST-1999-

which in this example is trivial, and continues with query, .
. . . . 0502 FAETHON project.

expansion. Matching between the indexing of the documents

and the expanded query entities is performed and the matching

documents are re-ranked based on the degree of relevance to

the user preferences.



SEMANTIC AND METADATA SEARCH - SemanticResponse

The expanded set of semantic entities has been matched with the following multimedia documents in the Fasthon seman
Id Title SourcedArchi
35 Flugzeugkatastrophe FAL

1199 ETikaipdtnres AuyoloTou 1974 ERT

52 Die Vietnamkrise FAA

1 Sensationell neuen Rettungsmethode FALD

1514 MNepiokoTmio ERT
ANG-A-0041 29-0035 Archeological excavations in Rome Ahnan

11 Ausbau und Elektrifizierung der Strecke Graz-Bruck FAA
FCC-F-021860-0000 Exodus of the Belgian population Alinar

IPages:l=;=c Previous | Queryinterpretation | QueryExpansion s GG il k=T PresemntationRespons

Fig. 2. Ranked multimedia documents retrieved for a user query with the
keyword “politics”
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